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Abstract
As evidence on the contextual effects of place upon individual outcomes

has become increasingly solid over time, so too have urban policies and
programs designed to connect underserved people with access to spatial
opportunity. To this end, many attempts have been made to quantify
the geography of opportunity and quite literally plot it on a map by
combining evidence from studies on neighborhood effects with rapidly
expanding spatial data resources and GIS technology. Recently, these
opportunity maps have not only become increasingly common but their
preparation has been encouraged and facilitated by the US Department
of Housing and Urban Development (HUD). On one hand, the increasing
prominence of opportunity mapping is a useful and important step forward
for equity planning. Maps are powerful means of displaying the concept
of opportunity and its variation across space. On the other hand, the
institutionalization of opportunity mapping portends a need to examine
critically the foundations that underlie the construction of opportunity
metrics, the display of maps, and the application of these techniques in
public policy. A closer look at the conceptual foundations and analytical
methods that underlie these exercises offers important lessons not just for
the practice of opportunity mapping but also for the practice of equity
planning in general.

In the following essay, I examine the practice of opportunity map-
ping from both theoretical and methodological perspectives, highlighting
several weaknesses of the common methods. Following, I outline an im-
proved theoretical framework based on Galster’s (2012) categorization of
the mechanisms of neighborhood effects. Using data from the Baltimore
metropolitan region, I then use confirmatory factor analysis to specify a
measurement model that verifies the construct validity of the proposed the-
oretical framework. The model provides estimates of four latent variables
that may be conceived as the essential dimensions of spatial opportunity:
Social-Interactive, Environmental, Geographic, and Institutional. Finally,
I develop a neighborhood typology by applying an unsupervised machine
learning algorithm to the four dimensions of opportunity. The results
suggest that the practice of opportunity mapping can be improved sub-
stantially through (1) a better connection to the empirical literature on
neighborhood effects, (2) a multivariate statistical framework, and (3)
more direct relevance to public policy interventions.
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Introduction

Two decades ago Galster and Killen coined the term “geography of opportuntity”
in a seminal article published in this journal (George C. Galster and Killen
1995). Since then, the spatial pattern of factors that shape the structure of
opportunity in metropolitan regions has been an important topic of public policy
and lively subject of research. Conceptually, the notion of spatial opportunity
is both simple and intuitive: neighborhoods, as unique packages of resources,
institutions, and socializing agents, are likely to have a powerful influence on
the welfare and life chances of their residents. In sociology, there is a long
tradition of scholarship on spatial opportunity structures, the impacts of which
are called neighborhood effects. In the last few decades, however, interest in
these topics has burgeoned, and the geography of opportunity has attracted the
interest of researchers from across the social and behavioral sciences. Today,
the term geography of opportunity is widely used even in popular media, and
closing the spatial opportunity gap is a well understood goal of sustainable
urban development. What is less well understood, however, is how “opportunity”
should be defined, how it should be measured, and how those measures can
help close the opportunity gap through spatial policy interventions. Despite
these ambiguities, achieving spatial equality of opportunity has become an
acutely important agenda, particularly in the fields of housing policy, community
development, and equity planning, and it has motivated calls for strategic
neighborhood investments, residential mobility programs, or both.

To this end, many attempts have been made to visualize the geography of
opportunity and quite literally plot it on a map. Recently, these opportunity
maps have not only become increasingly common, but their preparation has
been encouraged and facilitated by the US Department of Housing and Urban
Development (HUD). In many respects, this is overwhelmingly positive, and the
increasing prominence of opportunity mapping represents a useful and important
step forward for equity planning. Maps are powerful vehicles for revealing spatial
patterns in social structure. Like any data visualization technique, however,
maps can be misleading or misinterpreted if their underlying assumptions are
not met or critically examined. For these reasons, the institutionalization of
opportunity mapping portends a need to examine critically the foundations that
underlie the construction of opportunity maps, and their application in planning
and public policy. A closer look at the conceptual foundations and analytical
methods that underlie these exercises offers important lessons not just for the
practice of opportunity mapping but also for the implementation of fair housing
policy, regional planning, and equity planning in general.

In the following essay, I examine the practice of opportunity mapping from both
theoretical and methodological perspectives, highlighting several weaknesses of
the common methods. Following, I outline an improved theoretical framework
based on Galster’s (2012) categorization of the mechanisms of neighborhood
effects. Using data from the Baltimore metropolitan region, I then use confirma-
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tory factor analysis to specify a measurement model that verifies the construct
validity of the proposed theoretical framework. The model provides estimates of
four latent variables that may be conceived as the essential dimensions of spatial
opportunity: Social-Interactive, Environmental, Geographic, and Institutional.
Finally, I develop a typology of neighborhood opportunity by applying an un-
supervised machine learning algorithm to the four dimensions of opportunity.
The results suggest that the practice of opportunity mapping can be improved
substantially through (1) a better connection to the empirical literature on
neighborhood effects, (2) a multivariate statistical framework, and (3) more
direct relevance to public policy interventions.

I begin with the premise that opportunity maps are intended to display the
spatial variation in structures that influence a variety of socioeconomic out-
comes, regardless of personal circumstance. This assertion has two important
implications. First, opportunity mapping is distinct from vulnerability mapping.
The former is concerned with identifying social, physical, and environmental
attributes that affect a hypothetical household that resides in a particular neigh-
borhood. The latter is concerned with identifying particular subpopulations
who are at increased risk to external shocks due to their own precarious circum-
stance. A map of poverty concentration could serve either of these purposes:
an impoverished family is at a greater risk of homelessness in the event of a
major recession; an impoverished neighborhood imposes a negative externality
on all neighborhood residents, whether they are personally below the poverty
line or not. A map showing the concentration of homeowners holding high-cost
loans is an example of a vulnerability map, not an opportunity map. Ceteris
paribus, there is no reason to assume that a family living in a neighborhood
will be affected by the share of its neighbors paying high interest rates on their
mortgages. In practice, these two concepts are often conflated, leading to an
erratic and unjustified collection of indicators intended to measure “opportunity”.

The second implication flows from the first: there should be some plausible con-
nection that explains why the spatial structures measured affect socioeconomic
outcomes. For example, a neighborhood with high rates of unemployment has
less opportunity because the population in that neighborhood is less connected
to the labor market and may have relatively little information about potential
employment opportunities that may be passed on to job seekers in the neigh-
borhood. For this reason, there is a natural connection between the practice
of opportunity mapping and the literature on neighborhood effects–the body
of research designed to uncover the causal effects of spatial structure on key
socioeconomic outcomes.

Following this premise, I argue that traditional opportunity mapping exercises
are often flawed in their theoretical and methodological conceptions. These
flaws make opportunity maps difficult to interpret, and limit their utility in the
formulation of housing policy. To address these issues, I outline an alternative
methodology based on structural equation modeling, and I present an empirical
example demonstrating the conceptual superiority over traditional methods.

3



Finally, I use a simple machine learning algorithm to show how neighborhoods
may be classified into a typology useful for planners and policymakers, skirting
the typical issues that arise in the presentation and display of opportunity maps.

The Geography of Opportunity & The Mechanisms of
Neighborhood Effects

Among social scientists it is now widely accepted that neighborhoods influence a
wide variety of socioeconomic outcomes. In a recent and comprehensive review
of the literature, Galster and Sharkey (forthcoming) identify compelling evidence
of neighborhood effects on outcomes that include cognitive and behavioral
development, educational performance and attainment, teen fertility, physical
and mental health, labor force participation and earnings, and crime. Additional
effects have been found related to outcomes as diverse as obesity (Diez Roux AV
et al. 2006), violence (Sampson, Morenoff, and Raudenbush 2005), crime (J. R.
Kling, Ludwig, and Katz 2005), high school graduation (Wodtke, Harding, and
Elwert 2011), children’s test scores (Burdick-Will et al. 2011), college attendance
rates (Chetty, Hendren, and Katz 2015), earnings (Chetty, Hendren, and Katz
2015), intergenerational mobility (Chetty and Hendren 2015), mental health
(Sanbonmatsu et al. 2011; Ludwig et al. 2012), physical activity (Kaczynski and
Henderson 2007), cognition (Sharkey and Elwert 2011; Sampson, Sharkey, and
Raudenbush 2008), infant health (Yang and Chou 2015), mortality (Anderson
2015), employment (G. Galster et al. 2015), and many others.

Some of these studies use similar explanatory variables, but many examine
the effect of a particular key variable such as poverty, walkability, or ambient
pollution. The challenge for researchers seeking to construct opportunity in-
dices is to synthesize these results into a common formula that represents the
most important neighborhood influences on the most important outcomes of
interest. Overcoming such a challenge requires first the specification of a partic-
ular outcome (e.g. economic mobility), second the identification of appropriate
causal neighborhood mechanisms that contribute to the outcome, and third the
application of appropriate weights to each mechanism. In formal terms, this
is equivalent to the equation given by G. Galster (2008), in which an outcome
of interest O observed at time t for individual i residing in neighborhood j in
metropolitan area k can be expressed:

(1)

Oit = α+ β[Pit] + γ[Pi] + ϕ[UPit] + δ[UPi] + θ[Njt] + µ[Mkt] + ε

where

Oit = employment status or income (model dependent) for individual i at time t
[Pt] = observed personal characteristics that can vary over time (e.g., marital or
fertility status, educational attainment)
[P ] = observed personal characteristics that do not vary over time (e.g., year
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and country of birth)
[UPt] = unobserved personal characteristics that can vary over time (e.g., psy-
chological states, interpersonal networks and relationships)
[Nt] = observed characteristics of neighborhood where individual resides during
t
[Mt] = observed characteristics of metropolitan area in which individual resides
during t (e.g., area unemployment rates)
ε = a random error term
i = individual
j = neighborhood
k = metropolitan area
t = time period (typically a year)

This equation (henceforth Galster’s equation) is a useful vehicle for describing
the challenges and assumptions underlying opportunity mapping methodology
and will be used throughout the paper. The challenge for opportunity mappers
is, thus, to identify the vector(s) of spatial attributes (terms M and N) that
contribute to a variety of outcomes (O), and to develop a valid framework for
applying weights to these indicators (i.e. the parameters θ and µ). This is a tall
order since there exists no study to date that permits the estimation of Galster’s
equation (and there is unlikely to ever be one) (G. Galster 2008). Empirically, it
is also impossible to determine whether some outcomes (O’s) are more important
than others (is cognition, for example, more important than employment?) and
philosophically, these issues will draw diverse opinions. Furthermore, there
may be important path-dependencies among outcomes; cognition, for example,
is likely to impact educational performance, which is in turn likely to impact
employment prospects.

Identifying Outcomes and Indicators

With respect to the voluminous literature on neighborhood effects, several authors
have offered opinions on which variables might best represent the vectors N and
M . Chetty and Hendren (2015), for instance, hold that “Low-income children
are most likely to succeed in counties that have less concentrated poverty,
less income inequality, better schools, a larger share of two-parent
families, and lower crime rates. Boys’ outcomes vary more across areas
than girls, and boys have especially poor outcomes in highly-segregated
areas”. These sentiments are largely shared by Massey (2015), who argues that
“The social scientific evidence thus yields several firm conclusions. First, the
combination of racial segregation, class segregation, and high rates of
minority poverty mechanically combine to produce neighborhoods of concen-
trated disadvantage. Second, exposure to concentrated disadvantage reduces
human wellbeing along multiple dimensions, with powerful negative effects on
health, cognition, education, employment, and earnings” (Massey 2015).

With respect to housing policy, the realm in which much of the research on spatial
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opportunity has been conducted, authors have argued that “both common sense
and a growing body of research evidence teach us that living in a racially isolated,
high poverty community undermines a family’s well-being and life chances,
yet conversely, we know much less about how to define the”opportunity rich"
neighborhoods to which we should be helping families move. We suggest that,
instead of simple proxies, such as a neighborhood’s racial composition or poverty
rate, destination neighborhoods should be targeted on the basis of concrete
opportunities, such as community safety, quality schools, or access to
skill-appropriate jobs" (Briggs and Turner 2006, 28). Others, meanwhile, have
argued that “The neighborhood effects literature stresses that residential mobility
may affect individuals by giving them access to better community resources,
schools, labor markets, and immediate neighbors, and moving them
away from segregated enclaves and the negative influences in their
prior neighborhoods” (Rosenbaum and Zuberi 2010, 31) (emphasis added).

Synthesizing these results, G. Galster (2010) argues that while “the listings of
potential mechanisms differ in labeling and categorizations, there is a broad
consensus about how the underlying causal paths are thought to operate in theory.
Unfortunately, there are few tentative conclusions, let alone any consensus, about
which mechanisms demonstrate the strongest empirical support” (p.1). In other
words, the empirical record provides guidance on the vectors that comprise N
and M (or at least the mechanisms underlying them), but little to no guidance
on the appropriate magnitudes of each θ and µ. Continuing his comprehensive
review, Galster finds empirical evidence for 15 independent causal pathways
through which neighborhoods affect different socioeconomic outcomes, which
he organizes into four categories: social-interactive, environmental, geographic,
and institutional. These categories are largely identical to those outlined by
Sampson, Morenoff, and Gannon-Rowley (2002), except that Galster includes
an environmental category whereas Sampson et al differentiate two types of
social-interactive categories; this difference merely reflects the fact that Sampson
et al review only the sociological literature while Galster also incorporates
epidemiological perspectives. The categories are also similar to those outlined
by Ellen and Turner (1997), and Leventhal and Brooks-Gunn (2000). Given the
strength with which these categories are represented in the literature, it is natural
that they should be reflected well in the opportunity mapping methodology. In
practice, however, this is rarely the case.

The Practice of Opportunity Mapping

The practice of opportunity mapping has several intellectual roots. As a technical
exercise, opportunity mapping builds on techniques developed for suitability
analysis by Ian McHarg (Collins, Steiner, and Rushman 2001). Ostensibly, oppor-
tunity mapping involves the identification of areas well suited to promote social
mobility by combining GIS layers of various social, economic, and environmental
variables. More conceptually, the practice builds on equity mapping developed

6



by Toulmin (1988) and Truelove (1993) and applied by Emily Talen (1998) and
E. Talen and Anselin (1998). This body of research defines equity in terms of
proximity or access to various public facilities or neighborhood attributes. The
current practice of opportunity mapping, however, draws from john powell’s
opportunity-based housing model, and was developed in the context of fair
housing litigation (john a. Powell 2003). Specifically, in the case of Thompson v
HUD, john a.powell testified as follows (J. Powell 2005):

The segregation of African American public housing residents isolates
them from the opportunities that are critical to quality of life, health,
stability, and social advancement. The safe and stable neighborhoods,
successful schools and employment opportunities generally available
to Whites in the greater Baltimore region have been denied to African
American public housing residents in the City of Baltimore. To
remedy this segregation two objectives must be met: 1) the remedy
must give African American public housing residents the opportunity
to live in racially integrated areas in the Baltimore region and 2) the
remedy must affirmatively connect African American public housing
residents to high opportunity neighborhoods in the Baltimore region.

powell then introduced opportunity maps that included measures in three
categories–economic opportunity and mobility, educational opportunity, and
neighborhood health—-aggregated into an overall opportunity index, and showed
that minorities and public housing developments were (and are) disproportion-
ately concentrated in low opportunity areas.

powell’s testimony was convincing and led to a ruling in favor of the plaintiff
class and the creation of a regional housing mobility program designed explicitly
to help connect families with high-opportunity neighborhoods. In recent years,
opportunity mapping exercises have been conducted in metropolitan areas across
the nation including Seattle, Austin, Minneapolis, Chicago, Baltimore, Boston,
and many other places, and these maps have moved well beyond the realm of
fair housing litigation into much broader usage including the development of
regional housing, transportation, and economic development policies. Much of
the work has been conducted by the Kirwan Institute, whose process has become
somewhat standardized: (1) Select variables that measure the presence or lack
of opportunity, (2) Collect data and assign values to common geographic units,
(3) Normalize the data and assign to subcategories, (4) Compute a composite
opportunity index, (5) Create thematic maps, (6) Overlay with other variables
of interest (Reece and Gambhir 2008). This methodology appears logical and
straightforward upon first inspection, however, it also involves a number of
subjective decisions and computational tasks at each step in the process that
significantly influence the results of the analysis yet are neither discussed in the
literature nor widely understood.
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Figure 1: Thompson v. HUD Opportunity Map
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Critique

Despite the widespread and increasingly common use of opportunity maps in
the development of urban policy, there exists no published discussion among
researchers or practitioners that examines the utility and soundness of the tech-
nique. This is an important omission in the literature. According to Giovannini
et al. (2005, 14), “composite indicators are much like mathematical or compu-
tational models. As such, their construction owes more to the craftsmanship
of the modeller than to universally accepted scientific rules for encoding. With
regard to models, the justification for a composite indicator lies in its fitness for
the intended purpose and in peer acceptance”. Absent the discussion and peer
acceptance described by Giovannini et al. (2005), the opportunity metrics in
common use should be treated with skepticism. Indeed, upon review of the data
and methods used to develop most opportunity maps, it is clear that a number
of critical flaws exist that limit the utility of opportunity mapping in its current
form.

Indicator Selection and Categorization

The list below represents the indicators and categories used most commonly in
these exercises (Kirwan Institute for the Study of Race and Ethnicity 2013):

I. Education Indicators

• Adult education attainment
• Promotion Rates
• Graduation rates
• School Proficiency Index
• Student poverty rates
• Student teacher ratio
• High Quality Teachers

II. Economic Indicators

• Economic climate (change in number of jobs)
• Employment competition (ratio of jobs to labor force within a certain

miles)
• Proximity to employment
• Job growth trends
• Population on public assistance
• Unemployment rate

III. Housing and Neighborhood Indicators

• Affordable housing
• Foreclosure rate
• High-cost loan rate
• Housing cost burden
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• Home ownership
• Housing vacancy
• Mortgage denials
• Population change 1990-2000
• Poverty rates
• Property appreciation and tax base
• Property values
• Sub-prime loans
• Subsidized housing

IV. Transportation and Mobility Indicators

• Access to automobile
• Mean commute time
• Public transit access
• Transit cost
• Transit dependency
• Transportation cost
• Walkability

V. Health and Environmental Indicators

• Amount of toxic waste release
• Crime index
• Grocery stores
• Parks and open space
• Proximity to toxic waste release sites

Each of the variables identified above is useful for understanding the spatial
distribution of inequality. Their categorization and aggregation, however, calls
into question the construct validity of each purported subindex: are education,
economy, housing and neighborhood, transportation and mobility, and health
and environment truly the subdimensions of opportunity? Are the indicators
grouped into those categories valid measures of those subdimensions? And is
it justified to assume each indicator and each category contributes equally to
the geography of opportunity? The answer to all of these questions is “probably
not”.

What is striking about the variables and categories outline above is the complete
omission of a category pertaining to social structure. Indeed, this is even more
egregious as several authors have argued that “if neighborhood effects on child
outcomes exist, presumably they are constituted from social processes that
involve collective aspects of community life” (Sampson, Morenoff, and Earls
1999, 634; Mayer and Jencks 1989). The empirical record appears to confirm this
view, and there is strong evidence that at least some aspect of social interactive
mechanisms contributes to a variety of socioeconomic outcomes (George C
Galster 2012). In some cases, social variables are misappropriated into other
categories; adult educational attainment, for instance, is often categorized into
an “educational” group, which ostensibly measures the educational opportunities
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in a neighborhood (Reece and Gambhir 2008; Kirwan Institute for the Study of
Race and Ethnicity 2013). Conceptually, however, educational opportunities are
a dimension of institutions–not people–and adult educational attainment does
not measure institutional capacity. Even as a proxy, educational attainment is
a poor indicator of school quality; in Baltimore, for example, there are several
neighborhoods near the City’s inner harbor in which the population is young,
affluent, and well educated–and these neighborhoods are served by some of the
lowest-performing schools in the state of Maryland.

Other times, social variables such as poverty are grouped into an ambiguous
“neighborhood quality” category which also contains variables related to the
housing stock, such as vacancy rates and home values (Reece and Gambhir 2008).
Because these variables measure multiple unrelated phenomena, it is wholly
unclear what this category measures, how it should be interpreted, and how it
provides useful information to policymakers. This does not suggest that any of
the indicators in this category are necessarily misguided in their own right, but
that their combination into a single metric has no theoretical justification and
no direct utility.

Instead of focusing on social indicators, opportunity mapping exercises seem to
place undue importance on the location of jobs–an ode to the pervasive notion
of spatial mismatch (John F. Kain 1968; John F Kain 1992). This is despite the
fact that “there is considerable statistical evidence that this spatial mismatch is
of less importance to economic outcomes than the social-interactive dimensions
of neighborhoods” (G. Galster 2010, 14). The employment category also reveals
another problem in that indicators are often grouped into their topical domain
rather than their underlying data-generating process. This strategy leads to
unemployment rates and access to jobs grouped into the same category, which is
problematic because the pathways through which unemployment and access to
jobs affect socioeconomic mobility are entirely distinct. Furthermore, in many
cases, unemployment and job accessibility are almost perfectly correlated in the
opposite direction: central cities have large concentrations of unemployed people
and the best access to jobs (Chapple 2014). Averaging these two indicators
together results only in noise.

Normalization, Weighting, and Aggregation

Returning to Galster’s equation, it is natural to frame opportunity mapping
through the lens of a linear regression equation; first an outcome variable (op-
portunity) is defined, then explanatory variables are identified and combined
to yield an estimate of the outcome. This regression metaphor is useful for
discussing the implicit assumptions that underlie the current practice of opportu-
nity mapping and the potential drawbacks they introduce. I argue that the most
important assumptions that should be treated with caution are the identification
of coefficients, possible non-linearity of effects, and interactions among variables.

While there appears to be some agreement among researchers about the types
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of neighborhood structures that contribute to spatial inequality, there is little
guidance from the literature regarding how much each structure contributes to
the pattern. Since the mechanisms that drive neighborhood effects remain very
much elusive, it is extremely difficult to quantify the relative contribution of each
potential source (G. Galster 2010; G. Galster 2008). For this reason, explanatory
variables in an opportunity index are treated as equal, independent, and linear
in effect. In the absence of any alternative theoretical framework, these are
reasonable simplifying assumptions. In many cases, however, these assumptions
may be untrue, which could lead to misinterpretation of opportunity metrics
and faulty policy prescriptions.

Indeed, in some cases, there is already evidence that these assumptions are
violated. G. Galster, Quercia, and Cortes (2000), for instance, have argued that
“when a neighborhood reaches a critical value of a certain indicator, it may trigger
more rapid changes in that neighborhood’s environment,” and that neighborhood
poverty rate is one such indicator that has a non-linear relationship with other
quality of life indicators such as unemployment and vacancy rate. In the face
of this evidence, it is questionable whether poverty (which follows a log-linear
distribution) should be treated as a linear variable in opportunity indices or
whether its inclusion warrants some other transformation. This consideration
is likely to apply for other variables as well. In a similar vain, it is reasonable
to assume that each of the opportunity indicators may have a more nuanced
relationship with a particular outcome. It would seem unlikely that each of
the variables identified above have the exact same significance and magnitude
associated with a particular outcome. In other words, in the context of Galster’s
equation, it is unreasonable to assume that each θ and µ are equal and invariant
across opportunity indicators.

One possible solution is to develop weights for each indicator using alternative
methods that could include surveys/crowdsourcing or an alternative statistical
model. With respect to the former, researchers must rely on stated preferences
about the types of opportunities that matter and the types of resources people
believe contribute to that particular type of opportunity. This method introduces
bias relative to the composition of the sample, their knowledge, and their desires.
With respect to the latter, researchers must assume that an alternative model
carries the appropriate information they wish to distill. One potentially valuable
method is the use of decomposition techniques like factor analysis and principal
components analysis, which project collections of correlated variables onto a
smaller subset of representative factors or components. This technique helps
solve the problem of weighting individual indicators within categories but does
not overcome the issue of weighting different dimensions of opportunity relative
to one another. In other words, factor analysis can help estimate a reduced set
of variables that represent meaningful sub-dimensions of opportunity, but does
not provide a framework for understanding how those estimated variables should
be aggregated into a single univariate metric.

Finally, the research discussed above highlights at least three important het-
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erogeneities with respect to neighborhood effects on particular subpopulations:
race, gender, and age (Sharkey and Faber 2014). Younger people and minorities
are more prone to neighborhood effects in general; girls experience a larger effect
on their mental health, and boys experience a larger effect on their education,
employment, and criminality (Chetty and Hendren 2015; G. Galster et al. 2015;
Sanbonmatsu et al. 2011). Returning to Galster’s equation, these findings imply
that the P terms are not only significant, but that depending on the values they
take, also change the values of θ and µ. In the face of these findings, the design
of a universal index of opportunity may be problematic. If there is heterogeneity
in the way that neighborhood effects are experienced, then there may need to
be heterogeneity in the types of metrics that are collected and combined. The
typology approach described in later sections addresses this issue by introducing
flexibility in the way that opportunity metrics are combined and displayed.

Geographic Assignment

Apart from the difficulty of conceptualizing measures of opportunity, a number of
technical challenges remain concerning the quantification and representation of
space, particularly when different data sources refer to different underlying data
models (e.g. point, line, polygon, raster). When computing a spatial opportunity
index an analyst must combine multiple, unrelated data, nearly all of which are
measured along different scales and units. To overcome this issue, data must
be standardized according to a common geographical unit that is representative
of a neighborhood, and converted to a consistent measure. In practice, this
nearly always involves collecting data by census tract, and standardizing the
data to z-scores. Census tracts are usually chosen as the geographic unit of
analysis because they offer the finest geographic precision for which data are
widely available.

The drawbacks associated with using census tracts as a proxy for neighborhoods
are many and have been well articulated by others (Sampson, Morenoff, and
Gannon-Rowley 2002; Walter and Wang 2016). Census tracts vary in size and
may or may not correspond well with a resident’s notion of neighborhood. Second,
using only the data contained within a single census tract ignores the possibility
of spatial spillover and the influence of adjacent or outlying neighborhoods
(Sampson, Morenoff, and Earls 1999; Dietz 2002; Sampson 2012; L. Anselin
2013). Third, data that are important but unavailable at the census tract level,
like those defined by an alternative geography, (e.g. zip-codes), or disaggregate
microdata (i.e. point locations) require additional transformation, introducing
an additional source of error. With respect to polygons-to-polygon conversions,
this error represents the well known “modifiable areal unit problem” (MAUP).
With respect to point-to-polygon conversions, there are many possible sources of
error depending on how the conversion is performed.

The simplest way to deal with point data, is to simply aggregate all the points
within a single tract, and assume that locations with multiple locations have
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better access. Indeed, this is a common technique in opportunity mapping
(Kirwan Institute for the Study of Race and Ethnicity 2013) This is an undesirable
method, however, for a number of reasons. First, many tracts would not have a
score at all simply because they did not contain any points. This is problematic
because tracts could still have good access to one or more points even if those
points do not fall within the tract itself. Second, this method fails to account
for the difference in tract size, and will provide a bias toward larger tracts.

Another technique for transforming point locations into tract scores is to calculate
a measure of kernel density. Kernel density estimators are common among
statistical and GIS and software packages, and are typically applied when
performing cluster analyses (e.g. the study of crime). In the context of spatial
analysis, kernel estimators split a study region into a raster grid, then for
each grid cell, search for any points that fall within a specified distance of the
originating cell. Points within the search radius are then applied to a distance
decay function so that nearby points have a larger effect than those further
away. The result is a crude estimate of spatial exposure; since the score given to
each cell in the raster is a distance-weighted sum to a given resource, it can be
conceptualized as Euclidian-based accessibility measure. Grid scores can then
be averaged for each census tract to provide an overall measure. This method
is better than simply aggregating points to tracts because it incorporates the
influence of points that lie outside the tract boundaries. It is also preferable to
simple buffer-based methods (e.g. aggregating all points that lie within a 1-mile
radius of the tract) because it treats space as continuous rather than discrete,
and does not assume a constant effect within the buffer. Despite these strength,
kernel density methods also suffers some drawbacks. For one, both the size of the
grid cells and the search radius must be specified by the analyst, which requires
some theoretical foundation for decision making. Second, although a kernel
density calculation can be used to estimate access or exposure to a resource, it
ignores the impacts of infrastructure connectivity and travel times. Thus, it may
be a good choice for estimating the impact of resources that are unrestricted
by transport networks (e.g. pollution radiating from a smokestack) but is less
desirable for measuring access to amenities like jobs.

A third option is to incorporate locational amenities into a transportation
model. For many point-based indicators this may be the most desirable method
because it provides the most reliable measure of accessibility, accounting for
transportation infrastructure and commute times. This method also provides
the potential benefit of disaggregating among modes of travel, for instance,
to compute measures of accessibility by transit, which can add an additional
layer of sophistication. Since many opportunity analyses are conducted at the
metropolitan region, and many metropolitan planning organizations (MPOs)
develop travel models, incorporating travel models into opportunity analyses
seems like a natural fit. For many spatial variables of interest, this method should
be chosen above others when there is an available travel model, though it is not
without some disadvantages. One drawback worth noting is that travel models
frequently rely on transportation analysis zones (TAZs) or other alternative
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geographic units like statewide modeling zones (SMZs). Rarely do these types
of models incorporate census tracts, so the conversion of model zones to census
tracts can introduce error (i.e. the modifiable areal unit problem). Furthermore,
accessibility-based measures still require theoretical specification on the analyst’s
part with respect to the search radius and the travel cost function used to
parameterize the measure.

What is clear from this discussion is not that some methods are inherently
more preferable than others, but that a sound rationale is required for a series
of subjective decisions and that developing indicators of opportunity is less a
formulaic exercise than an iterative one in which many alternatives are tested
with respect to their theoretical soundness and analytical performance.

Visualization

In the common practice of opportunity mapping, each spatial indicator is z-
transformed, then aggregated into a scale, which typically ranges from around -3
to 3. For the purposes of visualization, this scale is then collapsed into a five-level
index with each quintile representing a different echelon of opportunity. From a
visual perspective, this is a convenient transformation; maps based on quantiles
produce equal shares of each color and typically produce identifiable patterns
and appealing aesthetics. From an analytical perspective, however, maps based
on quantiles of any number can be misleading because they intentionally break
data into a uniform distribution. Each quantile contains the same number of
observations as every other, regardless of the shape of the underlying data’s
distribution. This means that extreme outliers may be classified into the same
quantile as observations that are relatively common in the data but happen
to fall near the top or bottom of the distribution. Furthermore, when data
are highly clustered, quantile breaks may create artificial differentiation among
observations that have similar or even the exact same values. This creates the
visual distortion that meaningful differences exist in the data when, in truth,
none exist at all. Conventionally, opportunity maps are displayed using five
quintiles, which comports nicely to a familiar likert-like interpretation, but it is
not clear why the data should be divided into five quintiles rather than three or
seven or ten divisions.

Again, this is an area with few hard guidelines. As Christopher Ingraham
explained in a short article for the Washington Post’s Wonkblog, “Visualizing
data is as much an art as a science. And seemingly tiny design decisions–where
to set a color threshold, how many thresholds to set, etc.–can radically alter
how numbers are displayed and perceived by readers” (Ingraham 2016). Rather
than force these choices upon an analyst, one alternative is to use a clustering
algorithm to divide neighborhoods into discrete categories based on the structure
of their underlying data. These techniques help remove subjectivity from the
analysis, using a data-driven approach that defines clusters of neighborhoods by
maximizing the variation between clusters and minimizing the variation within
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them. Such an approach is discussed in later sections.

A Measurement Model of Opportunity Structure

Given the conceptual and technical measurement issues outlined above, it is
clear that opportunity is a difficult concept to operationalize, let alone measure
and visualize. One way to address this problem is to treat the quantification of
opportunity as a measurement error problem. Through a liberal interpretation,
this may be viewed as an extension of ecometrics, a methodology concerned with
developing measures of neighborhood social ecology (Raudenbush and Sampson
1999; Mujahid et al. 2007; O’Brien, Sampson, and Winship 2013). In this
framework, opportunity and its subdimensions are viewed as latent variables that
cannot be measured directly, but can be estimated by modeling the covariation
among the indicators through which they manifest. As with any measurement
model, however, opportunity metrics require a sound theoretical framework for
organizing and specifying relationships among variables. As described above, a
major weakness of opportunity analyses to date has been the lack of a sound
framework for organizing indicators into categories of metrics. To address
this issue, I argue that the literature on neighborhood effects offers a sound
organizing framework for classifying subdimensions of opportunity. Specifically,
I propose that neighborhood indicators should be categorized according to the
four mechanisms of neighborhood effects outlined by George C Galster (2012):
social-interactive, environmental, geographic, and institutional. These categories
are well supported by the empirical literature, and are theoretically grounded in
causal processes that generate socioeconomic outcomes. Following the outline of
this framework, I use confirmatory factor analysis to verify the construct validity
of the proposed approach by showing that indicators load on the theoretically-
defined factors in the expected patterns and that the measurement model is
valid with respect to overall model fit indices. This gives both theoretical and
empirical justification to the notion that the selected indicators measure what
they purport to measure, and that four resulting metrics are reasonable estimates
of each theorized dimension.

Both exploratory factor analysis (EFA) and principal components analysis
(PCA) are becoming increasingly common in urban research although neither
approach is truly widespread. Ewing et al. (2003), for example, uses PCA to
develop a measure of urban sprawl, and Nosoohi and Zeinal-Hamadani (2011)
use EFA to study measures of welfare and development in Iran. In the context of
opportunity mapping, other researchers have advocated for similar data-reduction
techniques in the computation of opportunity metrics. Walter and Wang (2016),
for example, suggest the use of geographically weighted principal components
analysis (GWPCA). They do not, however describe their theoretical framework
for categorizing indicators into groups, nor do they provide any argument as
to why their measurements are causally related to important socioeconomic
outcomes. Indeed, their only rationale for choosing indicators is “accounting for
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and considering the variables used in all previous studies” (Walter and Wang
2016). Thus, although they provide suggestions for enhancing the methodological
rigor of opportunity analyses, they do not demonstrate that their approach has
any greater level of construct validity than traditional approaches. In other
words, they do not report whether their indicators load on components in the
expected fashion and whether those components capture enough variation to
be viewed as valid composite indicators. In many cases, this seems unlikely, at
least when applied to a diverse range of metropolitan areas. Access to primary
care physicians and the percentage of area coverage by parks and green space,
for example, which are classified under the “Healthy Environment” category are
unlikely to load on a single factor, with physician access likely biased towards
urban areas and green space likely biased toward suburban and exurban areas.
When these indicators do not load strongly on a single component, it is unclear
how the results of GWPCA should be interpreted and is unlikely that the first
component may serve as a composite metric for the category. Furthermore,
Walter and Wang (2016) fall victim to the same categorization issues that
plague traditional approaches by conflating institutional measures like school
proficiency and early childhood neighborhood participation alongside social-
interactive measures like poverty and labor market engagement. Although these
indicators may be highly correlated and may well load on a single component,
they are quite distinct from a conceptual perspective.

By contrast, confirmatory factor analysis (CFA) approaches based on structural
equation modeling are comparatively rare in urban research. One notable
exception is Bagley and Mokhtarian (2001), who use confirmatory factor analysis
to study the effects of neighborhood conditions on travel behavior. CFA differs
significantly from EFA and PCA approaches because it requires the specification
of an a priori theoretical model. For this reason, CFA is often used for the
purposes of construct validity because it demonstrates that observed data conform
to the particular theory imposed by the researcher. In the context of opportunity
mapping, this makes CFA a particularly attractive approach because it facilitates
the evaluation of the particular theoretical frame used to devise opportunity
metrics. Another benefit of the CFA approach is that indicators can be specified
to load on distinct but correlated latent variables (e.g. assigning educational
attainment to an institutional dimension rather than a social dimension) rather
than simply mining the data for common covariance, as is the case with EFA.
The preceding section describes the theoretical framework and the data sources
uses to construct such a model.

Data

Institutional

Institutional variables are designed to capture “actions by those typically not
residing in the given neighborhood who control important institutional resources
located there and/or points of interface between neighborhood residents and
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vital markets” (George C Galster 2012). Although institutional data comprises
more than educational systems, schools are a primary vehicle through which
institutional capital and institutional opportunity is transmitted. Furthermore,
schools are perhaps the only type of institution that facilitates evaluation of
quality in some form. For this reason, variables in the institutional category
are designed to capture multiple dimensions of school quality and include the
share of highly qualified teachers1, the share of Students achieving a passing
grade on state administered exams, performance on Advanced Placement exams,
SAT scores, and high school dropout rates. These data are collected from the
Maryland State Department of Education which provides annual statistics for
each school in the state of Maryland.

Maryland State Assessments (MSA), administered every year to students in
grades 3 through 8, and High School Assessments (HSAs) are administered in
grades 9-11. For this analysis, subject scores for each school are averaged into an
overall measure of students who score passing grades on the exams. Individual
school measures are then assigned to census tracts by collecting catchment areas
from each jurisdiction in the Baltimore region, matching each school with its
catchment area, then geocoding each tract to the applicable catchment area.
The best fitting model is achieved by incorporating a nested structure in which
separate factors are estimated for high school and elementary school. These two
factors are combined with two measures of middle school quality (highly qualified
teachers and standardized test achievement) to yield the overall institutional
factor2.

Geographic

Geographic variables are designed to capture aspects of neighborhoods that affect
residents’ life-courses “purely because of the neighborhood’s location relative to
larger-scale political and economic forces,” and encompass the subdimensions of
spatial mismatch and public services (George C Galster 2012). Operationally,
these are dimensions of the built environment, particularly accessibility to
necessary goods and services. For the purpose of this analysis, geographic
variables include jobs accessible by walk and transit, access to healthcare facilities,
access to public institutions, and access to social organizations.

Job location data is collected from the U.S. Census Longitudinal Employment-
Household Dynamics (LEHD) via the LEHD Origin-Destination Employment
Statistics (LODES) database. The LODES database records the location of jobs,

1To be classified as a “highly qualified” teacher, MSDE requires that instructors
in core academic subject areas must: Hold at least a bachelor’s degree from a re-
gionally accredited institution of higher education (IHE); hold a valid Standard
Professional Certificate or Advanced Professional Certificate or Resident Teacher Cer-
tificate in the subject area they are teaching; and satisfy additional requirements
associated with specific teaching levels and experience. For additional information, see
http://www.marylandpublicschools.org/msde/programs/esea/docs/TQ_Regulations/general_definition.htm

2a middle school factor is not estimated because it only includes two distinct data points
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annually, at the census block level. Although the current analysis is limited to
the Baltimore Metropolitan region, it is necessary to collect and analyze LODES
data for the entire state of Maryland, as well as portions of Washington D.C.,
Virginia, West Virginia, Pennsylvania, and Delaware to reflect the fact that,
while families must reside in the Baltimore region, they still have access to jobs in
nearby counties and states. I use total jobs accessible rather than low/mid-skill
jobs because, in Maryland, there is very little spatial differentiation among jobs
of differing skill levels.

Healthcare facility data is collected from the 2013 Maryland Quarterly Census of
Employment and Wages (QCEW), a database of employment records updated
quarterly by the Maryland Department of Labor, Licensing, and Regulation
(DLLR). The QCEW database contains information on the location, employment
levels, and industrial classification for each employer in the state. Social organi-
zations (e.g. philanthropies and non-profits), public institutions (like schools and
universities) and applicable healthcare facilities were identified from the QCEW
data. Healthcare facilities were selected using the following NAICS codes:

• 6211: Offices of Physicians
• 6214: Outpatient Care Centers
• 6219: Other Ambulatory Healthcare Services
• 6221: General Medical and Surgical Hospitals

Because the key variables in the geographic category are destinations, (i.e. loca-
tions that require travel to and from a household’s residence) computing access to
these destinations requires data on transportation infrastructure that facilitates
such travel (i.e. pedestrian, transit, and automobile networks). Data for walk
networks is collected from OpenStreetMap (OSM), a worldwide, open source
repository for spatial data. In many urban areas, OSM is the most comprehensive
and up-to-date source of roadway, bikeway, and pedestrian infrastructure. Data
for transit networks is provided by the Maryland Transit Administration and the
Central Maryland Regional Transit Agency in the form of General Transit Feed
Specifications (GTFS). GTFS data is published by these agencies on a regular
basis and includes information on bus and rail transit stops, frequencies, and
schedules.

Accessibility (sometimes called “cumulative opportunity”) measures the ease with
which a person can consume a resource located in space. Typically, accessibility
is used to measure how many jobs are available to a person living in a particular
residential area, though it can also be applied to any type of origin or destination.
There are many measures of accessibility, most of which are variations on the
seminal work of Hansen (1959). In simple terms, accessibility for a given location
can be calculated as the weighted sum of all activities that can be reached within
some specified cost. Formally, accessibility Ai can be expressed by

(2)
Ai(C) =

∑
j

ajf(cij)
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Where:
aj is the quantity of some resource at location j obtainable within a generalized
cost parameter C
cij is the generalized cost of travel between origin i and destination j
f(cij) is an impedance function that quantifies the disutility of the travel

In regional science and urban economics literature, f(cij) is typically a linear
or exponential decay function, yielding what is often called a gravity model.
Gravity equations of this type are commonly used in econometric location choice
models to help explain why certain sets of amenities (like jobs) “pull” households
into locating in a certain area.

In this analysis, the cost parameter C is fixed at a threshold of 60 minutes,
meaning that only activities that can be reached within a 60 minute commute
will be included in the measure. The cost of travel cij (i.e. time) varies by mode,
with automobiles often covering longer distances than walk/transit in shorter
periods of time, except in cases of extreme congestion. For job accessibility,
the impedance function is fixed at 1, meaning that the accessibility measure
represents simply the total sum of jobs that can be reached within 60 minutes.
For healthcare and occupational training a linear decay function is applied
that weights nearer activities higher those which are further away. Automobile
accessibility is computed via the MSTM; walk accessibility is computed via
the Pandana software library for the python programming language3; transit
accessibility is computed using the TransportAnalyst software platform4.

Environmental

Environmental variables are designed to capture the “natural and human-made
attributes of the local space that may affect directly the mental and/or phys-
ical health of residents without affecting their behaviors” (George C Galster
2012). Unfortunately, there are relatively few data sources that can provide
such variables at the necessary scale, so this category includes only three: a
crime victimization index (which captures the social environment), proximity to
designated toxic release sites (which captures the ambient physical environment),
and the share of vacant housing units (a measure of physical disorder). Addi-
tional variables that could be incorporated into future analyses might include
lead contamination in the water, access to parks and open space, or signs of
physical disorder collected through systematic social observation (Bader et al.
2015; O’Brien, Sampson, and Winship 2013).

In lieu of actual crime statistics, which are unavailable for the region (except
Baltimore City) a Crime risk index is used. The crime risk index is developed
by Applied Geographic Solutions5, and uses data from the FBI Uniform Crime
Reports (available at the county level) combined with data from local jurisdictions

3http://udst.github.io/pandana/
4https://github.com/conveyal/analyst-server
5http://www.appliedgeographic.com/MethodologyStatements_2015/CrimeRisk2015A.pdf
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to model crime risk down to the census tract level. To be sure, this is a weakness
of the current analysis. Reported crime would be a better measure of a negative
environmental externality, and modeled data are likely to be confounded by the
sociodemographic data with which it is estimated.

Toxic release sites are collected from the Environmental Protection Agency’s
(EPA) Toxic Release Inventory Program6, which publishes an annual database
of toxic chemical and pollution emitting locations. To quantify the toxic effect of
environmental pollution, it is necessary to estimate exposure to such pollutants.
Although data provides the point sources of pollution emitting locations, the
myriad factors that may influence particulate dispersal (e.g. wind speeds, weather
patterns, atmospheric pressure, etc) estimating the precise level of exposure to
pollutants is challenging. Following some simple assumptions, however, it is
possible to estimate a reasonable approximation using standard spatial analysis
procedures.

Kernel Density Estimation (KDE) is a statistical technique used to produce a
smooth density surface of point events over space (Xie and Yan 2008). In spatial
analyses, kernel density estimators are used commonly to identify “hot spots”
of point occurrences, like crimes or traffic accidents. The estimators work by
splitting a study area into a regular grid, then specifying a search radius over
which the density kernel will be calculated. In the context of toxic release sites,
the use of KDE helps incorporate the effects of multiple, overlapping sites in
close proximity. For this analysis, a search radius of five miles is specified, which
suggests that each toxic release site could have harmful effects of to five miles
away, and that the effects decrease with distance according to a quadratic decay
function. Tracts are assigned the average value of the grid cells that fall inside
them. KDE is performed using ArcGIS (version 10.2) via the Kernel Density
tool.

Social-Interactive

Social-Interactive variables measure the attributes of people living in each
neighborhood, and are designed to capture the “social processes endogenous to
neighborhoods,” which may include social capital, collective efficacy, collective
socialization, and parental mediation among others (George C Galster 2012).
These include a number of variables commonly used to measure concentrated
affluence and concentrated disadvantage including owner occupancy rate, income,
share of residents with a high school diploma or greater, poverty rate, unemploy-
ment rate, and welfare receipt (Sampson, Morenoff, and Earls 1999; DiPasquale
and Glaeser 1999; Sampson, Sharkey, and Raudenbush 2008; Hedman et al.
2013). Although these variables are unable to tap directly the social processes
that affect socioeconomic outcomes, they have been shown to correlate strongly
with these social structures and thus can be viewed as important proxy measures
(Sampson, Morenoff, and Earls 1999). This is consistent with the notion of a

6http://www2.epa.gov/toxics-release-inventory-tri-program
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measurement model in that each variable is viewed as an imperfect measurement
of the underlying construct.

Naturally, some of these variables will be positively related to social opportunity
(e.g. educational attainment) while others will be negatively related (e.g unem-
ployment). Models were tested that included a nested structure that included
sub-dimensions of concentrated affluence and concentrated disadvantage, however
the non-nested model yielded a better fit. All variables are collected from the
2010 Census American Community Survey (ACS) via the Neighborhood Change
Database (NCDB) provided by Geolytics Inc. As with other categories, the
variables selected here represent only a small portion of those that might be
included under ideal circumstances. Better data would tap resident perceptions
of social cohesion and control through direct survey measures, and might also
include information about membership in community organizations, voluntary
associations and neighborhood activism (Sampson, Morenoff, and Earls 1999).
The omission of these data sources does not imply their lack of importance, but
rather their difficulty in collection (Walter and Wang 2016).

Results

To identify the four dimensions of opportunity outlined above, I construct a
confirmatory factor analysis, occasionally referred to as a measurement model in
the structural equation modeling literature. The model is estimated using the
lavaan package in the R statistical language (Rosseel 2012; R Development Core
Team 2011). The results confirm the emergence of the hypothesized factors, and
the indicators load strongly in the expected fashion.7

Table 1: Factor Loadings

Factor Indicator Loading Std. Err Std. Loading
social income 1.000 0.000 0.884
social edu_diploma 0.915 0.034 0.808
social owner_occupied_housing 0.840 0.035 0.743
social poverty -0.994 0.031 -0.879
social unemployment -0.798 0.037 -0.705
social welfare -0.764 0.038 -0.675
geographic walk_score 1.000 0.000 0.870
geographic density_public_institutions 1.113 0.028 0.968
geographic density_social_orgs 1.103 0.028 0.960
geographic jobs_transit 0.907 0.034 0.789
geographic access_healthcare 1.011 0.031 0.879

7Note that because all three variables in the environmental dimension are negative, it
should be assumed that this represents the inverse of opportunity. In other words, crime, toxic
exposure, and vacancy are allowed to load positively on the environmental factor, and the
inverse of the environmental factor is taken to be a measure of opportunity.
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Factor Indicator Loading Std. Err Std. Loading
HS hs_performance 1.000 0.000 0.977
HS ap_scores 0.957 0.016 0.936
HS sat_score 1.023 0.009 1.000
HS teachers_high 0.771 0.027 0.753
ES reading_3rd 1.000 0.000 0.928
ES math_3rd 0.958 0.025 0.890
ES reading_5th 1.003 0.024 0.931
ES math_5th 0.977 0.025 0.907
institutional HS 1.000 0.000 0.914
institutional ES 0.939 0.032 0.902
institutional ms_performance 0.990 0.030 0.884
institutional teachers_middle 0.883 0.033 0.788
environmental toxic 1.000 0.000 0.570
environmental crime 1.266 0.089 0.721
environmental vacancy 1.275 0.089 0.727

The relationship between the four latent variables, measured quantitatively by
their correlation (Table 2) and visually by their maps (Figures 3-6) is substantial.
Given the high degree of correlation among the latent factors, a better model
might be obtained by allowing cross loadings or specifiing only one or two factors.
While such a strategy might facilitate a better fitting model, however, each of
the factors measures a distinctly different construct and are estimated using
data from different sources they are treated as distinct.

Table 2: Model Fit Indices

Fit Index Value
SRMR 0.048
IFI 0.903
CFI 0.903
NFI 0.892
TLI 0.890
RMSEA 0.107
Chi Square 2093.331

There are no hard guidelines for determining whether CFA represents an adequate
model fit. Most authors suggest that a model with an incremental fit index
(e.g. IFI, CFI or TLI) higher than 0.9 represents an adequate fit while indices
greater than 0.95 represent a good fit. Absolute fit indices, such as the Square
Root Mean Residual (SRMR) should be below 0.8 and ideally below 0.5, whereas
the Root Mean Square Error of Approximation (RMSEA) should ideally be
below .10. These criteria are merely guidelines, however. To illustrate, in a field
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in which previous models generate CFI values of .70 only, a CFI value of .85
represents progress and thus should be acceptable (Bollen 1989). Indeed, Marsh,
Hau, and Wen (2004) argue that even in psychometrics in which factor models
are common and measurement items are relatively standardized, “there is some
evidence to suggest that even the old cutoff values (e.g., RNI and TLI > .90)
are overly demanding in relation to a normative criterion of appropriateness
based on the best existing psychological instruments. Hence, the new, more
demanding cutoff values proposed by Hu and Bentler (1998, 1999) appear to
be largely unobtainable in appropriate practice” (Marsh, Hau, and Wen 2004,
326). Following this advice, the model presented here appears to be adequate,
though not perfect. Although many of the incremental indices are modest, they
meet the suggested minimum criteria and there exist no similar models in the
literature with which to compare them. The SRMR reports a good fit and the
RMSEA sits on the edge.

The four variables estimated by the model are presented as maps in figures 3-6
below. Following the standard convention, maps are shown in quintiles, with
green colors representing higher levels of opportunity, purple colors representing
lower levels, and white representing the average.

Figure 2: Social-Interactive Map
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Figure 3: Environmental Map
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Figure 4: Institutional Map
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Figure 5: Geographic Map
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What is immediately clear is that the social, environmental, and institutional
dimensions of opportunity are all highly related to one another; high opportunity
tends to be in outer suburbs with most of the disadvantaged neighborhoods
clustered in Baltimore City. The one exception to this trend is the geographic
dimension of opportunity, which reflects the fact that agglomeration economies
and infrastructure provision still favor the City strongly.

Table 3: Latent variable Correlation

social geographic institutional environmental
social 1 -0.78 0.90 0.88
geographic 1 -0.82 -0.95
institutional 1 0.95
environmental 1

For opportunity mapping applications that require the construction of a single
univariate index, such as the analysis of disparate impact in fair housing, analysts
are left with few alternatives than to simply average the four components together.
This process yields the composite opportunity map presented below.

Again, the composite map may be useful for certain applications, but it does
little to provide guidance for interventions that seek to shape the geography
of opportunity because it does not provide an indication of why a particular
neighborhood has a particular score. For this reason, it may be useful to
create an alternative map (or series thereof) which permits greater flexibility in
interpretation.

A Typology of Spatial Opportunity

As an alternative to the composite opportunity index, it may be useful to develop
a typology of neighborhoods based on the empirical clustering of opportunity
sub-dimensions. This can be accomplished by applying any of several clustering
algorithms common to data science and machine learning. Again, this technique,
as applied to opportunity data is not entirely novel. A similar approach is applied
by Walter and Wang (2016). In their work, however, they use discriminant
analysis (which categorizes neighborhoods horizontally) to develop a typology
that categorizes neighborhoods along a vertical continuum (e.g. high to low).
In my view, this removes the benefit provided by clustering algorithms, which
is that the resulting categories need not be ranked in an ordinal hierarchy. An
illustrative example is given by Spielman and Singleton (2015) who use cluster
analysis applied to U.S. Census data to develop a geodemographic typology.
Their typology is descriptive rather than normative and allows them to move
away from the “variables paradigm” which seeks to describe neighborhoods along
a singular continuum. Instead, they apply “a contextual mode of analysis, [in
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Figure 6: Composite Map
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which] neighborhood-to-neighborhood differences are conceptualized as changes
of type, not increments to variables” (Spielman and Singleton 2015, 1004).

In the context of opportunity mapping, this is an especially useful paradigm shift
for three reasons. First, it recognizes that the utility garnered by each dimension
of opportunity is heterogeneous across households and aggregation may, therefore,
obscure more information than it reveals; as discussed above, young children
likely benefit far more from the institutional dimension (e.g. school quality)
than the geographic dimension (e.g. access to jobs) (Sharkey and Faber 2014).
Second, it removes the need to develop a system for weighting each of the four
opportunity dimensions relative to one another. In other words, this removes
the necessity of assigning arbitrary values of θ. Third, it provides guidance for
policymakers seeking to improve the opportunity level in a given community. A
single univariate scale, ranging from high to low can be useful for some policy
applications, such as proving disparate impact in the siting of public housing.
For other applications, however, such as community development, a univariate
scale is less useful. In these cases, policy analysts require information about why
a particular location has a low opportunity score and what might be done to
improve it.

To illustrate this idea, I construct a neighborhood typology by applying a
clustering algorithm to the four latent variables estimated in the previous section.
One particular benefit of this strategy is that clusters do not contain a pre-defined
number of neighborhoods; unlike dividing the composite index into quintiles,
each cluster contains a unique number of tracts, defined by their empirical
relationship. The cluster analysis identifies five distinct neighborhood types,
which vary in their levels of opportunity measures. Formally, this is a gaussian
finite mixture model fitted by an expectation-maximization (EM) algorithm
performed using the Mclust package for the R statistical language (Fraley et
al. 2012). The algorithm tests a variety of different cluster specifications and
selects (a) the optimal number of clusters and (b) the assignment of each tract
to the optimal cluster based on Bayesian Information Criteria (BIC) (Fraley and
Raftery 2002).

The cluster means are presented in the table below. Clusters one and two (which
together comprise about 50% of the census tracts) are strong on environmental,
social, and institutional measures, with cluster one performing slightly better.
Both clusters are lower than average on the geographic dimension. Cluster three
is near the regional average on most measures, with geographic measures slightly
better and others slightly worse. Clusters four and five have higher than average
geographic measures but lower than average on all others. Cluster five appears
to be particularly disadvantaged, with extremely low social, institutional and
environmental scores.

30



Table 4: Cluster Means

cluster n proportion social geographic institutional environmental
1 152 0.224 0.825 -0.933 0.924 0.624
2 199 0.309 0.354 -0.312 0.390 0.235
3 143 0.223 -0.240 0.185 -0.190 -0.108
4 115 0.174 -0.760 0.950 -1.040 -0.684
5 47 0.069 -1.601 1.494 -1.513 -1.030

The map generated by the cluster analysis reveals similar macro-level patterns to
the composite index, but the interpretation of each neighborhood is more nuanced.
It would be convenient to label clusters one and two as high opportunity, cluster
three as moderate opportunity, and clusters four and five as low opportunity,
but this normative interpretation ignores the tradeoffs these neighborhoods
embody. For a household with young children, clusters one and two offer vital
resources for development: good schools, supportive social environments, and
safe clean air. If this household is transit dependent, however, clusters one and
two may not be viable options at all because they lack important access to
services captured by the geographic dimension. For this household, utility may
be maximized by a neighborhood somewhere in cluster three (or possibly four);
in these neighborhoods, it is possible to find a decent school and still maintain
decent access to goods and services served by transit.

From a policy perspective, the cluster approach also yields important entry points
for particular policy prescriptions. Cluster five desperately needs investment in
its institutional infrastructure, and improving the schools may result in positive
externalities in the social dimension. Clusters four and five are important
candidates for inclusionary zoning and affordable housing policies to ensure
that all people have access to the good schools and safe neighborhoods they
offer. Cluster four may be ripe for investments in public transportation to help
bridge “last mile” connections between homes and workplaces. Adding more data
to the cluster analysis can further improve the policy relevance of the results.
The inclusion of housing market conditions, for example could differentiate
neighborhoods in cluster three–those with improving markets might focus on
preserving affordable housing before displacement becomes a concern whereas
those with declining markets would be strong candidates for capital injections
like block grants.

Conclusions

Cartography–the making of maps–is among the oldest and best techniques for
data visualization. According to the famed data visualization expert Edward
Tufte, “No other method for the display of statistical information is so powerful”
(Tufte 1983). But like the statistics that underlie them, data maps can mislead
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Figure 7: Opportunity Typology
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as well as inform. This paper is designed to elucidate the difficulty inherent
in designing opportunity maps. While the paper identifies a number of crucial
pitfalls common in the current state of practice, it also identifies a number of
strategies for overcoming these issues and developing better, more useful metrics
and visualizations.

The foundation of this work is a measurement model used to estimate four
latent sub-dimensions of opportunity. The model presented here should not be
interpreted as the perfect implementation of a spatial opportunity analysis, but
rather an example of a general methodology that can and should be extended by
additional data and research. This methodology includes a theoretical framework
for selecting indicators and dividing them into categories, a measurement strategy
that facilitates the evaluation of construct validity, and a visualization strategy
that provides more relevance for policymakers.

Despite the solutions proposed in this paper, however, the practice of opportunity
mapping still faces a number of serious challenges. As with any quantitative
analysis, opportunity mapping is not a purely technical exercise and requires
that a series of important subjective decisions be made by an analyst. The
only way to validate these decisions is for opportunity analyses to be conducted
transparently and vetted by the research community. Beyond the subjectivity
of analysts, challenges still remain. Although confirmatory factor analysis and
structural equation modeling can help estimate the sub-dimensions of opportunity,
more research is necessary to help determine how these dimensions relate to
one another and how they combine to produce the socioeconomic outcomes of
greatest interest. As the empirical record on neighborhood effects expands, these
challenges should wane.
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