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Despite lively interest and much active research, there remains little consensus on the ap-
propriate ways to measure gentrification and neighborhood change, and even less on the
best ways to model the phenomenon. In this paper, we enter the debate on gentrification
by considering a novel model of neighborhood change. Drawing from regional science,
social theory, and unsupervised machine learning, we construct a model of gentrification
that accounts simultaneously for multiple dimensions of change and incorporates both
spatial and temporal effects. The crux of our approach is the consideration of a neighbor-
hood as a bundle of demographic attributes which together describe a discrete neighbor-
hood state rather than a single or series of continuous variable(s). To measure gentrifi-
cation, we thus develop a spatial Markov Chain to examine the ways in which neighbor-
hoods transition between states as a function of their previous state and the states of the
surrounding neighborhoods. We develop our model using annual, block-level LEHD data
which include information about the location of both workers and employers in the USA.
As a result, our model captures a wide variety of crucial information often overlooked in
quantitative studies of neighborhood change. Wemodel the nuanced process of residential
turnover in concert with economic restructuring using data with high spatial and tempo-
ral resolution and we incorporate concepts of neighborhood spillovers into our model. We
develop suchmodels for the 15 largest metros in the U.S. and describe how the application
of modern geographic data science can lend both insight and forewarning into the process
of neighborhood change.
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introduction
Gentrification has been a topic of lively interest in the urban studies since
the concept’s introduction by Ruth, Glass, and Rodgers (1964). Despite this
interest, empirical work on gentrification remains a major challenge, in large
part because “gentrification” is uncannily similar to pornography in its ability
to be known only when seen (Vile, Hudson, and Schultz 2014).1

Post-hoc gentrification is easily identified according to a common nar-
rative, in which a formerly distressed neighborhood “median family income
skyrocketed, minorities virtually disappeared, and educated professionals be-
came dominant in the resident work force. As for the housing stock, the
apartments and town houses… appeared in the census data along with a sig-
nificant percentage of newhousing units constructed on the empty lots left af-
ter the demolition of structurally unsound housing and nonresidential build-
ings. Turnover increased as numerous new households moved into the neigh-
borhood, and the value of owner-occupied units tripled” (Beauregard 1990).2
When so many indictors point in the same direction, gentrification is easily
identified, but when neighborhood attributes change simultaneously at dif-
ferent rates and scales, the task of identifying neighborhoods in transition, or
those having passed the tipping point of change, becomes much more diffi-
cult.

Thus, despite lively interest andmuch active research, there remains little
consensus on the appropriate ways to meaure gentrification and even less on
the best ways tomodel the phenomenon (Freeman 2005; Hwang and Lin 2016).
In this paper, we enter the debate by considering a novel model of neigh-
borhood change. Drawing from regional science, social theory, and simple
unsupervised machine learning, we construct a model of gentrification that
accounts simultaneously for multiple dimensions of change and incorporates
both spatial and temporal effects. The crux of our approach is the considera-
tion of a neighborhood as a bundle of demographic attributes which together
describe a discrete ‘neighborhood state’ rather than a single or series of con-
tinuous variable(s).

1In the landmark Supreme Court Case Jacobellis v. Ohio 378 U.S. 184 (1964) Justice Potter
Stewart famously penned in his concurring opinion that, “I shall not today attempt further to
define the kinds of material I understand to be embraced within that shorthand description
‘hard-core pornography’; and perhaps I could never succeed in intelligibly doing so. But I
know it when I see it, and the motion picture involved in this case is not that.”

2In this particular example, Beauregard is describing the Society Hill neighborhood in
Pittsburgh, but this description could likely be applied to nearly any city undergoing gentrifi-
cation.
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To measure gentrification, we thus develop a spatial Markov Chain to ex-
amine the ways in which neighborhoods transition between states as a func-
tion of their previous state and the states of the surrounding neighborhoods.
We develop our model using annual, block-level LEHD data which include
information about the location of both workers and employers in the USA.
As a result, our model captures a wide variety of crucial information often
overlooked in quantitative studies of neighborhood change. We model the
nuanced process of residential turnover in concert with economic restructur-
ing using data with high spatial and temporal resolution and we incorporate
concepts of neighborhood spillovers into our model. We develop such mod-
els for the 15 largest metros in the U.S. and describe how the application of
modern geographic data science can lend both insight and forewarning into
the process of neighborhood change.

measuring neighborhood change
Although the gentrification literature began to emerge in the 1970s, schol-
arly work on neighborhoods and neighborhood change more broadly extends
back 100 years to the formation of the fabled Chicago School of urban soci-
ology and its study of ethnic enclaves, invasion, and succession. Early con-
cepts of neighborhood change were explicitly spatial, with “invasion” and
“succession” drawing from the ecological concepts of adjacent wildlife habi-
tats. Much of today’s gentrification literature, however, is aspatial in that
most studies eschew formal analyses of spatial relationships in their mod-
els. Furthermore, a singular focus on “gentrification,” while often necessary
from a methodological (or workload) perspective, nonetheless restricts analy-
ses of neighborhood change to a specific (if ill–defined) form thereof, possibly
overlooking important substantive changes elsewhere. For that reason, we
are concerned with gentrification as a particular process of specific concern,
but we also situate this article within the broader literature on neighborhood
change.

Neighborhoods, Social Areas, Urban Spatial Structure

Urban sociologists have defined a neighborhood as a population which re-
sides in an identifiable section of a city. One lasting perspective of classifi-
cation of neighborhoods is that of the “natural area,” organized according to
the Chicago School framework of Park, Burgess, and McKenzie (1925). The
natural area is geographically distinct; has a unique social, demographic or
ethnic composition; a social system that functions as a mechanism of social
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control; and emergent behaviors or ways of life that distinguish it from other
areas (Schwirian 1983). Within this framework, Park and the Chicago School
popularized the use of the terms invasion and succession, borrowed from the
then-growing field of ecology, to describe neighborhood change. Invasion
refers to in-movement of newcomers of different social backgrounds into a
social area. This can result in a new neighborhood equilibrium, or a process
of succession, by which the original population withdraws and is replaced by
additional newcomers (Park 1952).

Early neighborhood change research in the 1960s and 70s attempted to
classify and predict neighborhood invasion and succession patterns. This
empirical work aimed to understand the ongoing process of white flight from
central cities by identifying “tipping points,” or the point atwhichwhite flight
occurs in a neighborhood (Schelling 1972). That research, though descriptive,
was not theoretically fruitful. (Goering 1978) concluded that “There is cur-
rently no a priori basis for predicting what will happen when a specific area
begins to experience racial transition… All data and analyses to date suggest
it is incorrect to postulate an iron law of demographic change as the key to
the process of racial transition,” and in doing so helped cement that invasion
and succession, while observable processes, were not predictable social laws.

Another early school of neighborhood change was the life-cycle model,
advanced by (Hoover and Vernon 1959). In Anatomy of a Metropolis, Hoover
and Vernon described a five stage process for neighborhoods, in this sequen-
tial order: development, transition, downgrading, thinning out, and renewal
(Hoover and Vernon 1959). This model was used to describe the ongoing pro-
cesses of abandonment and renewal ongoing in central cities across the US
in the 1960s and 1970s (Muth 1969). Ruth, Glass, and Rodgers (1964) coined
the term “gentrification” to describe invasion and reinvestment in working
class neighborhoods in London. Fascination with a similar pattern in some
American inner cities in the 1970s spawned an energetic flurry of multidisci-
plinary research that sought to empirically and theoretically ground the gen-
trification processes ongoing therein (Henig 1980; London, Lee, and Lipton
1986; Smith 1979; Sumka 1979; Ley 1986). These early studies of gentrification
sought to identify or explain the neighborhood renewal and upgrading pro-
cess, without simultaneously measuring neighborhood change more broadly.

We follow these authors and posit that gentrification as a neighborhood
change process can rest within a framework of Chicago School succession
and invasion, through invasion and succession by middle-income families;
and also within the life-cycle model, through the renewal stage.
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Defining Gentrification and Relevant Neighborhood Change

One of the most vexing issues in neighborhood change research is that im-
portant terms like “decline”, “disinvestment”, or “gentrification”, while gen-
erally understood, are ill-defined, with fuzzy boundaries that define where
they begin and end. For that reason, “the term gentrification inevitably gen-
erates controversy and disagreement. People disagree about its definition,
its causes, and, above all, its consequences. All seem to agree, however, that
whatever gentrification is, it is becoming more prevalent in U.S. cities” (Ellen
and Ding 2016). Despite the difficulty, it is clear that any study of gentrifi-
cation or neighborhood change must begin by specifying a research question
that defines precisely what “gentrification” means. In the American context,
gentrification is most closely associated with neighborhoods like Brooklyn
that have experienced simultaneous change in racial, economic, housingmar-
ket, and employment firm makeup.

Despite its usage in today’s parlance, the term “gentrification” has cer-
tainly evolved in its academic use over time, since, “At the theoretical level,
Glass’s (1964) original formulation of the concept of gentrification occurred
in the East End of London, a conglomeration of working-class neighborhoods
that were at that time populated predominantly by Whites. Hence, at its in-
ception, the concept of gentrification was silent on ethnoracial factors” (Tim-
berlake and Johns-Wolfe 2017). Inmany contexts racial turnover is considered
an explicit and necessary part of gentrification, whereas elsewhere it is con-
sidered a byproduct, if anything.

Thus in some cases, it has been defined broadly; Freeman (2005) defines
gentrification simply as “the process by which decline and disinvestments in
inner-city neighborhoods are reversed”. Such definitions are useful in that
they comport with our common understanding of the term and provide for
general discussion without the need to quibble over terminology, but broad
definitions also do little to advance a notion of the process that is quantifiable.
This is in part because “more problematic is the operational definition of gen-
trification,” for which early scholarship had “Two options… available: indica-
tors of housing market activity (such as price changes, renovations, turnover
rates, or building permits) or measures of changing household status drawn
from the census, and since the former often has poor temporal resolution,
most studies resort to the latter” (Ley 1986).

Others such as Chapple (2009) are far more specific, defining gentrifica-
tion as “a central city neighborhood with housing price appreciation above
the regional average, increase in educational attainment above the regional
average, and household income at or below the 40th percentile of regional



6

household income”. This is a sound definition but also constrains gentrifica-
tion to to both a particular place (central cities) and socioeconomic thresholds
that could also be up for debate. More precise definitions beg questions such
as, can gentrification still occur in neighborhoods that do not exceed the in-
come and housing price thresholds defined here? Or, does gentrification oc-
cur solely in central cities? Given the well-known pattern of urban disinvest-
ment and suburbanwhite flight that characterizedAmericanmetropolitan re-
gions through the last half-century, central citieswere thefirst to exhibit signs
of gentrification as the “back to the city” movement awoke but suburban ar-
eas can also decline and revitalize, bringing along substantive socioeconomic
change. Indeed recent work contests the notion that only central cities can
gentrify, and has shown that suburban spaces can be similarly susceptible to
rapid processes of change, gentrification, and displacement (W. Lung-Amam,
Pendall, and Knaap 2019; Markley 2017; W. S. Lung-Amam 2019). As the
gentrification literature continues to grow it is increasingly clear that while
scholars agree on its importance as a topic of study, none have provided the
penultimate and unassailable definition.

neighborhood dynamics as temporal geodemo-
graphics
Apart fromgentrification literature entirely, one of the oldest threads in neigh-
borhood research is the concept of a spatially-defined “social area”. Another
tradition from theChicago School, social areas consist “of all those urban sub-
areas with similar combinations of residents’ social characteristics on status,
familism, and ethnicity. The subareas need not be contiguous. Their simi-
larity arises from the social similarity, not the physical proximity of their res-
idents” (Schwirian 1983). Since the 1950s, scholars in sociology and human
geography have used various quanttitative techniques to identidy empirical
social areas, first using principal components and factor analysis, and later
using multivariate clustering analysis (Shevky and Williams 1949; Shevsky
and Bell 1955; Anderson and Bean 1961). The move from factor analysis to
cluster analysis represents a shift in nomenclature from social area analysis
to “geodemographics,” but the theoretical underpinnings remain consistent.
Geodemographics have a long history in geography and urban studies, and
have been used in a variety of applications in both the public and private sec-
tors, including urban planning, public health delivery, and targetedmarketing
(Alexander D Singleton and Longley 2009; Alexander D. Singleton and Lon-
gley 2009; Longley 2012; Singleton and Spielman 2014; Webber and Burrows
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2018).

Identifying Neighborhood Prototypes with Unsupervised Learning

Multivariate clustering is technique for unsupervised machine learning de-
signed to collect observations into a set of groups, each of which share sim-
ilarity in several variables. While certain longstanding ML techniques like
cluster analysis are seeing a revival in the current era of data-science obses-
sion, “cluster analysis is an established and appropriate approach to identify-
ing the most substantial distinctions among a large number of diverse neigh-
borhoods”, and has been used in neighborhood analysis for decades (Owens
2012, 353).

There are a wide variety of clustering algorithms in today’smachine learn-
ing toolbox, and while few were designed for the explicit application in hu-
man geography, many have nonetheless been employed for geodemographic
research. Various authors have turned to kmeans, hierarchical clustering
(Alexander D Singleton and Longley 2009; Spielman and Singleton 2015), or
self-organizing maps (SOMs) (Singleton and Spielman 2014), each of which
have particular strengths in differentiating different sizes and shapes of mul-
tivariate clusters. While several authors have devised geodemographic ty-
pologies for studying urban areas, the concept of developing and analyzying
changes in geodemographic typologies is a rather new pursuit in academia.
This new trend is a useful addition to the literature on neighborhood dy-
namics, neighborhood change, and gentrification, however, since compar-
ing successive geodemographic classifications facilitates the identification of
many different types of neighborhood change beyond simple ascent, decline,
or stagnation (Wei and Knox 2014; Ling and Delmelle 2016; Delmelle 2017).

Modeling Neighborhood Change as a Spatial Markov Process

Conceiving urban spatial change as a Markov process is not a novel idea and
was first applied in the early 1970s to test the very theory of the Chicago
School and the spatial structure it posits (Hagerty 1971; ???; ???; Tang, Wang,
and Yao 2007). Since Markov chains operate on discrete data, however, early
work on urban transitions used quantization and pre-defined thresholds to
turn continuous neighborhood variables into discrete categories. With the
adoption of geodemographics and unsupervised learning, however, permits
the analysis to proceedwithout forcing the analyst tomake arbitrary decisions
about cutoff criteria that distinguish neighborhood characteristics. Put dif-
ferently, leveraging geodemographics means that researchers need not iden-
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tify neighborhoods that are less than 30% of the area median income and in-
stead these thresholds are endogenized through the model.

Apart from endogenized thresholds, another way to improve neighbor-
hood modeling in the modern era is to include spatial effects in the modeling
process. Spatial Markov chains developed to understand dynamics of spatial
economies and themethodology necessary for developing them has been cod-
ified into the open-source pysal spatial analysis library [Hammond (2004);Rey
and Janikas (2005);Bosker and Krugell (2008);]. Recent work has used geode-
mographics and Markov chain analysis to measure neighborhood change but
it ignores issues of spatial dependence. Apart from a misspecified model, ex-
cluding spatial effects is conceptually inaccurate given the way the Chicago
School describes the model of neighborhood change (Delmelle 2015, 2017,
2019)

Rather than Markov chains, Delmelle (2016) creates a temporal geodemo-
graphic classification, then uses an optimal matching algorithm to examine
similarity between long-term neighborhood sequences. Following, she runs
a second cluster analyses on the results of the optimal matching output. This
process categorizes neighborhoods into types that have followed the same
general trajectories over time (e.g. labelled persistently struggling or stable
elite) but does nothing to describe why these trajectories emerge or which
neighborhoods might be likely to diverge in the future. Neither does the se-
quence cluster methodology provide any insight into the underlying reasons
or processes that define the trajectories.

neighborhoodchange inamerica’s 15 largestmet-
ros
As Hagerty (1971) describes, “As an ideal test of the statically interpreted
Burgess formulation, it would be best to divide each city into five zones delim-
ited by social area analysis and observe changes in the five zones over time”.
For our present work, we perform exactly such an analysis, save that we per-
mit the zones to range from two to seven, depending on the best clustermodel
fit, and we expand on Hagerty’s Markov chain analysis to text explicitly spa-
tial relationships such as those implied by the succession and invasionmodel.
In so doing, we examine two Chicago School school hypothesis of urban spa-
tial structure and neighborhood dynamics: that social areas can be uncovered
empirically in a given city, and that processes of invasion and succession help
guide the transition between social areas in the city. Transitions between cer-
tain types of neighborhoods (e.g. types differentiated by SES indicators) will
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be taken as evidence of gentrification, but transitions of other types (e.g. be-
tween types differentiated solely by racial indicators) may also be taken as
evidence of important substantive change, either constituent of, or related to
gentrification

Study Data

As discussed above, gentrification studies in general, and modeling exercises
in particular, tend to rely on decennial census data, typically at the tract level
because it provides the greatest availability of important variables that could
operationalize gentrification. While this is a reasonable strategy, the ma-
jor limitation of tract-based census data is its coarse spatial and temporal
resolution. Thus, here, we use annual data from the Census’s Longitudinal-
Employment Household Dynamics (LEHD) database. Unlike commonly-used
decennial Census or American Community Survey (ACS) data which are col-
lected by the Census Bureau through surveys and targeted sampling, LEHD
data are built from ES202 unemployment insurance records collected annu-
ally by the Bureau of Labor Statistics (BLS) that include information about the
race, ethnicity, wage levels, educational levels, and industrial classification of
each worker. Data are then tabulated by both workers’ home census block
and workplace census block.

As a result, these data have high spatial and temporal resolutions along
with high accuracy, and it is possible to examine both the residential char-
acteristics and the workplace characteristics (which roughly translate as day-
time and nighttime populations) in each metropolitan region. Despite these
benefits, it is important to be clear that records drawn from unemployment
insurance are not representative of the entire working and non-working pop-
ulation, so as with other data sources being analyzed in novel combinations,
we remain diligent about drawing conclusions within the scope of the data
(Arribas-Bel 2014).

For ease of interpretation, we limit our analysis to the 15 largestMetropoli-
tan Statistical Areas (MSAs) in the U.S., though all necessary code is available
to generate results for any location in the country. In our cluster models we
include variables on race (white, black, and asian), ethnicity (hispanic popu-
lation)3, educational attainment (share or workers with a bachelors degree or
greater and share with less than a high school diploma), and income (share
of workers with earnings greater than $3333/month and share with earnings

3Note: unlike the decennial census, LEHD data do not tabulate race and ethnicity cate-
gories separately
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less than 1250 per month.). Prior to 2010 the Census Bureau did not release
demographic information as part of the LEHD data, so our data include every
year between 2010 and 2017 (inclusive).

Clustering Approach

As discussed above, dozens of clustering algorithms have been developed in
applied in the statistical literature, many of which have appeared wiith suc-
cess in the geodemographic literature. In this study, we elect to use a Gaus-
sianMixtureModel to develop neighborhood clusters, which, while used only
occasionally in the neighborhood literature, provides the benefit of using the
Bayesian Information Criterion (BIC) statistic as a measure of model fit. For
each metro region, we choose the best fitting cluster model for clusters rang-
ing from two through seven. To process the data, we first z-standardize each
variable relative to its own year before running the clustering algorithm on
the full dataset. In other words, we split the dataset by year, apply a z-score
transformation, and recombine the data, which allows individual neighbor-
hoods to move up or down the distribution of neighborhoods each year and
keeps a consistent set of clusters over time.

A Spatial Markov Chain Modeling Neighborhood Transitions

To construct a set of spatialMarkov chainmodels, we first arrange the dataset
in a wide-form such that each census block becomes a single observation,
and their cluster labels are arranged in a temporal sequence by year. We
then encode spatial relationships using a k-nearest neighbor weights matrix,
using each block’s five nearest neighbors. Because census blocks are small
and some are unpopulated using contiguity weights would result in a highly
sparse connectivity matrix. With this data structure in hand, neighborhood
transitions are modeled as a series of spatial Markov chains, where an overall
transition probability matrix is estimated, as are k other transition probabil-
ity matrices (where k is the number of clusters in the solution), each of which
is conditioned on a different model neighbor. In other words, we model the
transition between every two neighborhood types in the absence of any spa-
tial structure; we also model the transition probability between every pair
neighborhood types when the origin type is surrounded by a different type of
neighbor.

As a result, we can see how likely neighborhoods are to transition between
types, andwe can see how that probability changes under different conditions
of spatial context. In practical terms, this means we we can see if a neighbor-
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hood is likely to gentrify, then we can see how that likelihood differs if the
focal neighborhood is surrounded by others that have already gentrified. Fi-
nally, because the LEHD data lack information in development, we construct
models for both workplace areas and residential areas. By examining rela-
tionships between the residential and workplace transition matrices, we can
begin to intuit whether these processes of change are related, for example if
downtown reinvestment triggers changes in the employment structure prior
to neighborhood change, or if the reverse process is observed.

results
Both the results from the cluster analysis and the spatial Markov model con-
firm results from prior studies and offer new insights. In general, there are
many similar neighborhood types that occur across metropolitan areas, but
each metro has nuance. On the one hand, this means it might be possible to
apply a general classification system to the entire United States and examine
nationwide transition dynamics. On the other hand, this would also mean
that some important features unique to each metro would be overlooked by a
more generalized clustermodel. Here, we describe some overall trends drawn
from the results from all 15 metropolitan areas4. We then examine the results
from two metro areas in greater detail, Washington D.C. and Los Angeles, to
provide greater context and describe the intuition behind the results. Since
our primary interest is in residential change, we discuss briefly the relation-
ship between residential change and workplace change via Table 1, but save
further discussion, figures, and tables for the appendix.

Similar to Delmelle (2017), we find that neighborhood change is the ex-
ception, not the rule; the most likely transition between any two neighbor-
hood types is remaining the same type–and this is especially true for neigh-
borhoods on either end of the (correlated) economic or racial spectrums. Fur-
thermore, every single neighborhood transition in every single metropolitan
region shows significant spatial dependence, suggesting that neighborhood
change models that exclude spatial effects are misspecified. Importantly,
many of the most disadvantaged neighborhood types and the most privileged
show are remarkably stable–in part because segregation by race and class help
ensure they are typically surrounded by similar neighborhoods, further insu-
lating their probability of transitioning away.

4detailed tables and figures for each metro are available in the appendix
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Figure 1: D.C. Residential Clusters

Washington DC

Residential clusters in the Washington D.C. region are visualized in fig. 1,
from which it is immediately apparent that each neighborhood type tends to-
ward a distinct spatial distribution. Type 0 appears in famously privileged
neighborhoods like Georgetown in northwest D.C. as well as the Chinatown
neighborhood in Southeast DC where the Nationals Stadium is credited for
helping spur gentrification through the last decade. It also appears highly
concentrated in D.C.’s wealthy suburbs in Maryland and Northern Virginia.
Type 1 appears in Northeast DC and the DC suburbs in southeast Maryland.
Type 2 is located throughout much of the city of DC, also the inner suburbs in
Northern Virginia, and the exurbs. Type 3 appears in the inner north-western
D.C. suburbs in well known enclaves of privilege like Bethesda and Potomac,
and in the exurbs. Type 4 shows up in the inner suburb and college town of
College Park, and tightly follow the I-270 transportation corridor in Mont-
gomery county Maryland. Types 5 and 6 appear to show a macro geographic
divide, where Type 5 essentially avoids all of the southeast part of the region
and Type 6 essentially only appears in the eastern half of the region.

Residential neighborhood types in the Washington D.C. metropolitan re-
gion follow predictable patterns of race and class segregation

• Cluster 0: white with some diversity, highest education, highest earn-
ing,

• Cluster 1: black/white, lower education, lower income
• Cluster 2: white/black, high education, high income
• Cluster 3: white segregated, high education, high income
• Cluster 4: racially diverse, lower education, lower income
• Cluster 5: white/asian, high education high income
• Cluster 6: black/racially diverse, lower education, lower income

Transition rates between neighborhoods also show important patterns
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about the stickiness of segregation. Type 6, for example, which has the largest
share of minority residents, as well as the lowest educational attainment and
earnings has a 68% chance of remaining Type 6 in successive time periods. It
has less than a 1% chance of becomingType 0 orType 3–the twoneighborhood
types with the smallest shares of minority residents. There is, however, an
8.7% chance of transitioning into Type 4, a highly transitional neighborhood
type that has a high probability of transitioning into many other neighbor-
hood types. Put differently, without considering spatial effects, it is virtually
impossible for Type 6 to gentrify without at least transitioning into a more
diverse neighborhood first. This is an intuitive finding, since it is unlikely
that complete race and class tipping can be reached in the span of a single
year, but it is nonetheless important to see that some neighborhood types are
highly transitional while others are not.
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Figure 2: D.C. Clusters Over Time

Figure 3: L.A. Residential Clusters

The transitions also show important spatial dynamics that affect gentrifi-
cation and other important processes of neighborhood change. For example
neighborhood Type 6 (characterized by racially-concentrated disadvantage)
has only a 5% chance of gentrifying into Type 5 (characterized by the high-
est earnings and education) without considering spatial effects. But if that
same neighborhood already has many Type 5 neighbors, then its probability
of transitioning into Type 5 during the next year raises from 5% to 21%. In
other words, once the seed of neighborhood change has been planted, it will
likely ripple through the urban social fabric, altering the transition dynamics
of proximate neighborhoods, as invasion and succession processes change
shape.

Los Angeles
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These results largely confirm those reported byHwang and Sampson (2014)
“that racial heterogeneity works in a particular way to shape neighborhood
trajectories among gentrifying tracts and their initially low-income adjacent
tracts.”

discussion
Following the predictions of the early Chicago School, we find strong evi-
dence for the spatial pattern of residential succession and invasion. Most
neighborhoods tend toward racial and economic homogeneity, andmost neigh-
borhoods remain the same over time. Neighborhoods that do transition tend
to move between types that are not far apart in multivariate space. And when
they do transition, they are influence strongly by the neighborhoods around
them. From a policy perspective, this study lends some newways for thinking
about which neighborhoods may be susceptible to gentrification risk. From
our results, it is possible to identify which neighborhoods comprise one of
the transitional neighborhood types, then among those types, which have an
increased probability of “gentrification-style” transition given their proxim-
ity to other neighborhood types. Put differently, with these results in hand, it
is now possible to construct an information system that identifies neighbor-
hoods at an increased risk for gentrification based on their prior trajectories
and those of their neighbors5/spatialucr/geosnap)] python package].

Our finding that neighborhoods tend toward stability over time also pro-
vides evidence that NIMBY fears of massive neighborhood tipping are vastly
overblown. It is difficult to generate a significant change in most established
neighborhoods and absent such a major change, neighborhood stability is
nearly guaranteed. Despite these intriguing results there are a number of
additional extensions, caveats, and alternative specifications worthy of dis-
cussion.

First, it may be possible to capture important path dependencies by spec-
ifying a higher-order Markov process. Although we discuss how path depen-
dencies already manifest somewhat, since some pathways of neighborhood
change can only transpire by passing through certain “gateway” neighbor-
hood types, it may also be possible to model this process directly by specify-
ing a higher-order Markov chain that takes account of longer neighborhood
histories. Second, novel concepts including space-time weights matrices or
weights matrices based on street network distance open up new possibilities

5We are developing the software infrastructure for such an information system as part of
the [geosnap](http://github.com
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for incorporatingmore realistic neighborhood frameworks or testing how the
shape, structure, and composition of different neighborhoods change over
time. Finally it will be important to investigate scale effects and the univer-
sality of neighborhood types, for example examining the tradeoffs between
developing a universal neighborhood typology using data for the entire coun-
try versus isolating typologies by region, since “the choice of one city with
numerous gentrifying neighborhoods minimized the contextual differences
across neighborhoods, further facilitating the focus on more contingent fac-
tors.” (Beauregard 1990)

conclusion
Prior to opining on novel extensions and future scholarship, it is useful to con-
clude this paper by reiterating an understated point in the gentrification liter-
ature; while gentrifying neighborhoods are critically important foci for schol-
ars of urban inequality, neighborhoods of persistent and enduring racially
concentrated poverty are far more common and affect more people. The re-
sults in this paper confirm that finding and make clear that neighborhoods
tend toward stability rather than change–a trait which is especially true for
neighborhoods on the poles of the economic and racial distributions (which,
of course, are highly correlated). While it remains critically important to en-
gage with ways to ensure that long term residents of revitalizing neighbor-
hoods reap the benefits of revitalization, it is also important to remain fo-
cused on the fact that “the racialized social order of gentrification leads most
poor minority neighborhoods to remain so” (Hwang and Sampson 2014, 37).
Indeed, the findings in this paper suggest that neighborhood transitions that
might be characterized as “gentrification” are fairly uncommon, and when
they do occur, they appear to be heavily influenced by the neighborhoods (or,
“racialized social order”) nearby.

While intriguing, these findings are the tip of the iceberg for studies of
neighborhood dynamics seeking to leverage temporal geodemographics and
spatial Markov chains. In future work, there are several ways to extend this
study. This study leverages Gaussian Mixture Modeling as the clustering al-
gorithm because it allows fo the use of the Bayesian Information Citerion to
assess model fit and guide the selection of an optimal k parameter, but alter-
native methods, such as a silhouette score (Rousseeuw 1987), that may be used
to judge model fit for other clustering algorithms. In future work it would be
useful to explore how robust the results are to different clustering algorithms
and different selections for k. If including space-timeweightsmatrix, itmight
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be useful to use a geosilhouette score (Wolf, Knaap, and Rey 2019).
Another area for exploration includes different operationalizations of ur-

ban space, such as applying a kernel function the observations prior to cluster-
ing, or include a spatial constraint during the clustering process, to examine
how both the social composition and the spatial footprint of a neighborhood
change over time (Rey et al. 2011). On the one hand, this is a more realistic
concept of urban experience. On the other hand, however, it builds in spa-
tial dependence into the neighborhood identification process by definition,
and it is unclear how to model this. Including a kernel function or spatial
constraint would also require the specification of a threshold distance and/or
kernel function, for which the analyst may have little guidance.
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Figure 4: Atlanta Workplace Clusters

Figure 5: Atlanta Residential Clusters

Figure 6: Atlanta Clusters Over Time
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Figure 7: Baltimore Workplace Clusters

Figure 8: Baltimore Residential Clusters

Baltimore

Figure 9: Baltimore Clusters Over Time



37

ga
us
si
an
_m
ix
tu
re

em
p_
w
hi
te

em
p_
bl
ac
k

em
p_
as
ia
n

em
p_
hi
sp

ed
u_
lth
s

ed
u_
ba
ch
el
or

ea
rn
_u
nd
er
_1
25
0

ea
rn
_o
ve
r_
33
33

0
0.
54
1

0.
24
6

0.
17
4

0.
07
4

0.
11
9

0.
23
1

0.
33
1

0.
30
2

1
0.
73
6

0.
22
1

0.
03
3

0.
02
8

0.
07
4

0.
28

0.
14
8

0.
57

2
0.
64

0.
3

0.
04
4

0.
04
2

0.
09
1

0.
16
2

0.
41
5

0.
20
4

3
0.
80
3

0.
19
7

0
0

0.
08
7

0.
20
6

0.
28
5

0.
35

4
0.
84
1

0.
11
1

0.
01
8

0.
13
1

0.
12
9

0.
19
9

0.
19
9

0.
40
1



38

0
1

2
3

4
0

0.
56
5

0.
09
6

0.
22
7

0.
03
2

0.
08

1
0.
01
9

0.
78
5

0.
09
9

0.
04
1

0.
05
5

2
0.
06

0.
11
3

0.
73
3

0.
04
3

0.
05
2

3
0.
03
1

0.
18
6

0.
15
6

0.
54
1

0.
08
7

4
0.
05
5

0.
18
6

0.
14
6

0.
07
1

0.
54
2



39

ga
us
si
an
_m
ix
tu
re

em
p_
w
hi
te

em
p_
bl
ac
k

em
p_
as
ia
n

em
p_
hi
sp

ed
u_
lth
s

ed
u_
ba
ch
el
or

ea
rn
_u
nd
er
_1
25
0

ea
rn
_o
ve
r_
33
33

0
0.
30
3

0.
66
8

0
0.
05
5

0.
11
2

0.
17
3

0.
25
6

0.
33
4

1
0.
90
5

0.
04
9

0.
04
5

0.
01
9

0.
06
3

0.
29
4

0.
20
1

0.
53
9

2
0.
65
9

0.
14
9

0.
16
9

0.
04
9

0.
07
5

0.
30
7

0.
20
2

0.
52
8

3
0.
63
8

0.
36
2

0
0

0.
08
2

0.
22
9

0.
23
1

0.
42
9

4
0.
57
7

0.
36
4

0.
04
3

0.
03

0.
08
3

0.
24
2

0.
22
3

0.
46

5
0.
91
7

0.
05
7

0
0.
06
3

0.
07
4

0.
25
9

0.
21
2

0.
49
7

6
0.
50
6

0.
37
1

0.
06
2

0.
15
8

0.
12
8

0.
20
8

0.
24
4

0.
38
7



40

0
1

2
3

4
5

6
0

0.
44
5

0.
01

0.
01
9

0.
23
7

0.
17
9

0.
02
7

0.
08
3

1
0.
00
7

0.
39
5

0.
09
9

0.
16
3

0.
17
6

0.
14
7

0.
01
3

2
0.
02

0.
13
9

0.
48
4

0.
04
1

0.
18

0.
06
5

0.
07
1

3
0.
13
2

0.
13
3

0.
02
1

0.
47
8

0.
08
9

0.
12
2

0.
02
4

4
0.
08
9

0.
11
6

0.
08
8

0.
07
6

0.
53
7

0.
05
1

0.
04
3

5
0.
02
9

0.
20
8

0.
06
9

0.
20
3

0.
10
4

0.
34
4

0.
04
3

6
0.
15

0.
02
8

0.
12
6

0.
07
7

0.
15
7

0.
07
7

0.
38
5



41

Figure 10: Boston Workplace Clusters

Figure 11: Boston Residential Clusters

Boston

Figure 12: Boston Clusters Over Time
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Figure 13: Charlotte Workplace Clusters

Figure 14: Charlotte Residential Clusters

Charlotte

Figure 15: Charlotte Clusters Over Time
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Figure 16: Chicago Workplace Clusters

Figure 17: Chicago Residential Clusters

Chicago

Figure 18: Chicago Clusters Over Time
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Figure 19: Dallas Workplace Clusters

Figure 20: Dallas Residential Clusters

Dallas

Figure 21: Dallas Clusters Over Time
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Figure 22: Denver Workplace Clusters

Figure 23: Denver Residential Clusters

Denver

Figure 24: Denver Clusters Over Time
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Figure 25: Detroit Workplace Clusters

Figure 26: Detroit Residential Clusters

Detroit

Figure 27: Detroit Clusters Over Time
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Figure 28: Houston Workplace Clusters

Figure 29: Houston Residential Clusters

Houston

Figure 30: Houston Clusters Over Time
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Figure 31: Miami Workplace Clusters

Figure 32: Miami Residential Clusters

Miami

Figure 33: Miami Clusters Over Time



77

ga
us
si
an
_m
ix
tu
re

em
p_
w
hi
te

em
p_
bl
ac
k

em
p_
as
ia
n

em
p_
hi
sp

ed
u_
lth
s

ed
u_
ba
ch
el
or

ea
rn
_u
nd
er
_1
25
0

ea
rn
_o
ve
r_
33
33

0
0.
74
5

0.
11
2

0.
09
3

0.
42
6

0.
18
8

0.
20
3

0.
29
1

0.
26
3

1
0.
87
8

0.
12
2

0
0.
41
3

0.
17
1

0.
19

0.
27
4

0.
27
8

2
0.
80
7

0.
15
2

0.
02
7

0.
30
9

0.
13
1

0.
23
6

0.
15
6

0.
46
4

3
0.
80
6

0.
15
4

0.
02
4

0.
51
2

0.
18

0.
14
9

0.
32
9

0.
19

4
0.
83
9

0.
16
1

0
0.
44

0.
17
7

0.
18
6

0.
28
2

0.
26

5
0.
62
7

0.
30
8

0.
03
9

0.
22
9

0.
15
6

0.
16

0.
36
6

0.
17
3



78

0
1

2
3

4
5

0
0.
48
5

0.
03
9

0.
1

0.
13

0.
11
3

0.
13
2

1
0.
08
7

0.
19

0.
13
4

0.
14
7

0.
35
3

0.
08
9

2
0.
03
4

0.
01
8

0.
75
7

0.
08

0.
04
9

0.
06
3

3
0.
04

0.
02
2

0.
08
7

0.
70
3

0.
07
3

0.
07
4

4
0.
07
3

0.
13
1

0.
10
2

0.
13
1

0.
46
5

0.
09
9

5
0.
07
3

0.
02
1

0.
11
1

0.
12
3

0.
09

0.
58
1



79

ga
us
si
an
_m
ix
tu
re

em
p_
w
hi
te

em
p_
bl
ac
k

em
p_
as
ia
n

em
p_
hi
sp

ed
u_
lth
s

ed
u_
ba
ch
el
or

ea
rn
_u
nd
er
_1
25
0

ea
rn
_o
ve
r_
33
33

0
0.
80
5

0.
13
6

0.
04
1

0.
22
7

0.
11
3

0.
24
6

0.
22
3

0.
43
1

1
0.
91
5

0.
08
5

0
0.
46

0.
14
7

0.
21
8

0.
22
5

0.
38
7

2
0.
59
6

0.
35

0
0.
34
8

0.
16
1

0.
17
9

0.
25
2

0.
30
8

3
0.
90
7

0.
04
7

0.
02
8

0.
75
5

0.
18
7

0.
18
3

0.
22
2

0.
33
9

4
0.
58
9

0.
23
4

0.
13
4

0.
30
4

0.
14
9

0.
22

0.
24

0.
35
8

5
0.
16
7

0.
82
3

0.
00
4

0.
10
3

0.
17

0.
12
5

0.
28
6

0.
22
1

6
0.
71
3

0.
22
6

0.
06
1

0.
32
4

0.
14
2

0.
21
6

0.
22
8

0.
38
7



80

0
1

2
3

4
5

6
0

0.
61
6

0.
12
1

0.
06
7

0.
02
1

0.
08
1

0.
00
8

0.
08
6

1
0.
08
5

0.
56
4

0.
13
6

0.
10
2

0.
03
8

0.
00
2

0.
07
3

2
0.
07
2

0.
20
6

0.
39
8

0.
05
1

0.
08

0.
11
9

0.
07
5

3
0.
03
4

0.
24
8

0.
07
1

0.
54
8

0.
04
5

0
0.
05
3

4
0.
13
7

0.
09
1

0.
13
5

0.
05
2

0.
40
2

0.
05
5

0.
12
9

5
0.
01
3

0.
01
3

0.
23
6

0
0.
06
5

0.
61
5

0.
05
8

6
0.
17

0.
21
9

0.
13

0.
06
4

0.
13
7

0.
05
3

0.
22
7



81

Figure 34: Minnesota Workplace Clusters

Figure 35: Minnesota Residential Clusters

Minnesota

Figure 36: Minnesota Clusters Over Time
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Figure 37: New York Workplace Clusters

Figure 38: New York Residential Clusters

New York

Figure 39: New York Clusters Over Time
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Figure 40: Orlando Workplace Clusters

Figure 41: Orlando Residential Clusters

Orlando

Figure 42: Orlando Clusters Over Time
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Figure 43: Philadelphia Workplace Clusters

Figure 44: Philadelphia Residential Clusters

Philadelphia

Figure 45: Philadelphia Clusters Over Time
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